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Appendix A. The Experiment Subject Pool

Participants in our study were farmers under contract with (the subsidiaries of) two large tobacco
companies in the 2008–9 growing season. The companies organised the farmers into clubs that
range in size from 3 to 43 members. To facilitate timely revisiting, we limited our sample to those
farmers located near a main trading centre in the town of Mponela (population 13,670), and
who lived in six traditional authorities (TAs) in the Dowa and Ntchisi districts. To allow relatively
easy access to participants and to facilitate their access to the cash disbursements, we included all
farmers in these TAs that were 2008–9 members of clubs in which the median club member lives
25 kilometres or less from the disbursement office, located in Mponela. According to a survey
conducted between July and September of 2010 for the savings experiment, participants in this
study travelled to the a bank branch in Mponela about once every three months, spending an
average of 346.67 MK (US $2.31) per round trip. About 35% of these trips combined the visit to
the bank with other errands but there could be other trips to Mponela that did not involve a visit
to the bank branch.

Scheduling for the stage one visit was stratified across agricultural zones. Within a zone, the
order in which clubs were visited was randomly assigned. Scheduling was on a club-by-club basis
in order to facilitate field work since members of the same club often live within the same village
or in neighbouring villages.

Appendix B. Variable Definitions

The key dependent variable we analyse is change in the sooner allocation upon revisiting (MK),
which is the respondent’s allocation to later period (t = 91) in the revisit survey minus his/her
allocation to later period (t = 91) in the baseline survey. All other variables are from either the
baseline survey, the revisit survey, or from administrative (project) data.

B.1. Variables Collected in Baseline Survey
Present-biased ratio is a fraction of the pairs of choices in which a respondent faced the same
interest rate but the allocation to sooner in the near time frame is more than 100 MK larger than
the allocation to sooner in the far time frame. In all regressions, this variable excludes the
implemented interest rate from the calculation but summary statistics are also provided for all
choices including the implemented interest rate.

Future-biased ratio is fraction of choices where the allocation to sooner in the near time frame
is more than 100 MK lower than allocation to sooner in far time frame (again comparing choices
in near and far frames for the same interest rate). In regressions, this variable excludes the
implemented interest rate from the calculation.
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Fraction sooner is the total number of tokens allocated to sooner in any of the choices, divided
by the total number of tokens to be allocated (20 in each of the ten choices) (Figure B1). In
regressions, this variable excludes the choice at the implemented interest rate in the calculation.

Fraction of decisions consistent with law of demand is the fraction (out of 8) of pairs of
choices adjacent in interest rates where allocation to later rises in rate of return.

More elastic in the far time frame is an indicator for whether a respondent’s choices are
consistent with a greater responsiveness to the interest rate in the far, relative to the near time
frame. For each respondent, we first calculate four values of the change in the share of
consumption allocated to later associated with each of the four incremental increases in the
interest rate. We then take the average of these four changes in the consumption share within
the time frame and use this as a measure of the elasticity of intertemporal substitution within the
time frame. We then create an indicator that takes on the value 1 when that elasticity is (at least
0.1) larger in the far time frame than in the near and 0 otherwise.

More elastic in the near time frame is an indicator defined as above, except that it takes the
value 1 when the elasticity of intertemporal substitution is (at least 0.1) larger in the near time
frame than the far time frame, and 0 otherwise.

Spouse minus own allocation to sooner (MK) is spousal allocation to the sooner period minus
corresponding allocation for respondent, for all choices excluding the randomly-chosen
implemented choice.

Implemented interest rate is the rate of return to waiting 30 days for funds for the
respondent’s randomly-selected choice (out of 10 choices made).

HH total in bank is total value of balances in formal banks reported at baseline (in thousands
of MK).

HH total cash is total value of cash held at home reported at baseline (in thousands of MK).
HH items is total value of physical household items and assets owned, reported at baseline (in

thousands of MK).
HH animals is total value of livestock owned, reported at baseline (in thousands of MK).

Dish (A)

Allocation to Time t
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Allocation to Time t+30

Fig. B1. Schematic of the Preference Elicitation Method; Example with r = 0.25
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Total HH wealth is sum of HH total in bank, HH total cash, HH items, and HH animals (in
thousands of MK).

B.2. Variables Collected in Revisit Survey
Indicator for death in family takes on the value 1 if a death is registered in the respondent’s own
household from the baseline survey to the revisit survey.

Shortfall in the expected household income is expected household income minus the actual
household income, where the expectation is reported in the baseline and the actual is reported
in the revisit survey. Expected income is measured at the baseline and refers to 1 April 2010 and
the actual income is measured at revisit and refers to income since the beginning of February
2010. Thus, the reference periods for the two questions cover approximately the same time
frame.

B.3. Variables from Administrative (Project) Data
Days to first disbursement at revisit (targeted) is the randomised number of days prior to the first
far time frame disbursement date at which the revisit was targeted to arrive. Randomisation
assigns days from 2 to 16 in unit intervals with equal probability.

Days to first disbursement at revisit (actual) is the actual number of days prior to the first far
time frame disbursement that revisit survey is carried out.

Indicator for days to first disbursement (targeted) ≤6 equal to 1 if days to first disbursement at
revisit (targeted) is ≤6, and 0 otherwise.

Appendix C. Supplementary Analyses

C.1. Baseline Balance

The two randomisations carried out in stage one – the implemented choice, and the revisit date –
generated exogenous variation in the interest rate that applied to the revision decision and in
the targeted revisit date itself (Figure C1). We provide here an analysis of balance of baseline
respondent characteristics vis-�a-vis these two exogenously determined variables.

Table C1 presents results of regressions of several baseline variables on an indicator for
targeted days to first disbursement being ≤6 (panel (a)) and on the implemented interest rate
(panel (b)). (The specification of the target lag as an indicator is chosen to be consistent with the
specification in the main regressions of Table 5, and is discussed further below.) In the top
panel, the coefficient on the randomised right-hand-side variable is not statistically significantly
different from zero for 11 out of the 14 dependent variables and, in the bottom panel, it is not
significant for 10 out of 14 dependent variables. Having four out of 14 coefficients turn up
significant is close to what would have occurred by chance and all these variables (and others)
will be included as controls in the regression analyses below. Results are similar when these
regressions are run with alternative specifications for the randomised right-hand-side variables,
such as linear days to first disbursement or dummies for each discrete implemented interest rate.

C.2. Determinants of Allocations to Later in Stage One

We present here analysis of the determinants of the stage one allocations (Figure C2). As
highlighted in the discussion of Table 3 in the main text, these allocations exhibit substantial
heterogeneity. Table C2 shows the results of a regression of the difference between the natural
log of the allocation to sooner and later on the rate of return and observable characteristics of
the participants. Columns 1 and 2 use the sample for the near frame ‘1 versus 31 days’, columns 3
and 4 use the sample for the far frame ‘61 versus 91 days’ while column 5 pools both samples.
Conditional on the rate of return, those with more wealth at baseline allocate more to later, as do

© 2016 Royal Economic Society.

R E V I S I N G COMM I TM EN T S 3



those with more relatives who live in the village although the changes in consumption implied by
a change in the number of relatives are small. There is also weak evidence that those who scored
higher on the word recall test and the financial literacy questions allocate more of their
endowment to later but that those who score higher on the Raven’s test allocate less of their
endowment to later. Measured in this way, we find no evidence that education has a significant
relationship with patience in this domain. The last row of the regressions report the p-value
associated to an F-test that all household characteristics (excluding the interest rate) are jointly
different from zero. The p-value in column (5) (pooled sample) is 0.01. We note however that
given the large number of regressors and the few coefficients with conventional statistical
significance, these results are only suggestive.

The estimates in the Table have the advantage of being easily interpreted in terms of a simple
economic model of intertemporal choice. If we adopt the model in subsection 2.1.1 of the main
text and assume time-invariant, isoelastic utilities [uðcÞ ¼ c1�q=ð1 � qÞ], then the coefficient on
r is an estimate of 1/q. The estimates in the Table have the advantage of being easily interpreted
in terms of a simple economic model of intertemporal choice. The disadvantage of this
specification is that it excludes corner allocations, where the log of consumption at one time or
the other is undefined. Analysis of a levels specification gives qualitatively similar results
(available upon request) with more evidence of a positive correlation between word recall and
the willingness to postpone consumption.
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20 Tokens
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Fig. C1. Schematic of the Revising Procedure; Example with r = 0.25

© 2016 Royal Economic Society.

4 T H E E CONOM I C J O U RN A L



T
ab

le
C
1

T
es
ts
of

B
as
el
in
e
B
al
an

ce
w
it
h
R
es
pe
ct
to

R
an

do
m
is
ed

In
de
pe
n
de
n
t
V
ar
ia
bl
es

O
rd
in
ar
y
le
as
t-
sq
u
ar
es

re
gr
es
si
o
n
s

D
ep

en
d
en

t

va
ri
ab

le
:

F
ra
ct
io
n

p
re
se
n
t

b
ia
se
d
,
n
o
n
-

im
p
le
m
en

te
d

in
te
re
st

ra
te
s

F
ra
ct
io
n
o
f

al
l
to
ke

n
s

al
lo
ca
te
d

to
‘s
o
o
n
er
’

In
d
ic
at
o
r:

m
o
re

el
as
ti
c
in

th
e
fa
r

ti
m
e

fr
am

e

F
ra
ct
io
n
o
f

d
ec
is
io
n
s

co
n
si
st
en

t

w
it
h
la
w

o
f
d
em

an
d

W
o
rd
s

re
ca
ll
ed

R
av
en

’s

te
st
s

co
rr
ec
t

F
in
an

ci
al

li
te
ra
cy

q
u
es
ti
o
n
s

co
rr
ec
t

Sp
o
u
se

m
in
u
s
o
w
n

al
lo
ca
ti
o
n

to
so
o
n
er

(M
K
)

N
u
m
b
er

o
f

re
la
ti
ve
s
in

th
e
vi
ll
ag
e

M
al
e

A
ge

Ye
ar
s
o
f

ed
u
ca
ti
o
n

H
av
e

ad
eq

u
at
e

m
ai
ze

T
o
ta
l
H
H

w
ea
lt
h

P
an

el
(a
)

In
d
ic
at
o
r:

d
ay
s
to

fi
rs
t

d
is
b
u
rs
em

en
t

(t
ar
ge

te
d
)
≤6

�0
.0
08

�0
.0
35

**
0.
00

1
�0

.0
09

0.
02

6
0.
06

2
�0

.0
74

80
.4
15

*
�0

.3
81

0.
06

7
�0

.0
30

�0
.1
44

0.
00

2
�5

8.
84

3*
**

(0
.0
22

)
(0
.0
16

)
(0
.0
39

)
(0
.0
15

)
(0
.1
17

)
(0
.0
74

)
(0
.0
80

)
(4
1.
85

2)
(0
.5
73

)
(0
.0
41

)
(1
.1
45

)
(0
.2
63

)
(0
.0
36

)
(1
3.
07

4)

R
2

0.
00

02
0.
00

78
0.
00

00
0.
00

07
0.
00

01
0.
00

10
0.
00

13
0.
00

57
0.
00

06
0.
00

39
0.
00

00
0.
00

04
0.
00

00
0.
01

69

N
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1

P
an

el
(b
)

Im
p
le
m
en

te
d

in
te
re
st

ra
te

{0
.1
,
0.
25

,

0.
5,

0.
75

,
1}

�0
.0
33

�0
.1
20

**
*

0.
01

6
0.
03

4*
0.
44

8*
**

0.
07

5
0.
01

2
12

9.
49

2*
*

�1
.2
05

�0
.0
83

�0
.9
96

0.
55

8
�0

.0
58

12
.6
68

(0
.0
33

)
(0
.0
21

)
(0
.0
57

)
(0
.0
20

)
(0
.1
64

)
(0
.1
09

)
(0
.1
16

)
(6
1.
02

7)
(0
.8
87

)
(0
.0
61

)
(1
.6
20

)
(0
.3
81

)
(0
.0
52

)
(2
2.
58

7)

R
2

0.
00

16
0.
04

32
0.
00

01
0.
00

40
0.
01

13
0.
00

07
0.
00

00
0.
00

70
0.
00

27
0.
00

28
0.
00

06
0.
00

31
0.
00

19
0.
00

04

N
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1
66

1

N
ot
es
.
Si
gn

ifi
ca
n
ce

le
ve
ls
:*

10
%
,*

*5
%
,*

**
1%

.R
o
b
u
st
st
an

d
ar
d
er
ro
rs

in
p
ar
en

th
es
es
.U

n
it
o
f
o
b
se
rv
at
io
n
is
in
d
iv
id
u
al

in
cl
u
d
ed

in
re
vi
si
t
sa
m
p
le
.
In

p
an

el
(a
),
ea
ch

co
lu
m
n
p
re
se
n
ts
re
su
lt
s
fr
o
m

re
gr
es
si
o
n
o
f
gi
ve
n
d
ep

en
d
en

t
va
ri
ab

le
o
n
in
d
ic
at
o
r
fo
r
d
ay
s
to

fi
rs
t
d
is
b
u
rs
em

en
t
(t
ar
ge

te
d
)
≤6

an
d
a
co

n
st
an

t.
P
an

el
(b
)
is
si
m
il
ar

b
u
t

in
d
ep

en
d
en

t
va
ri
ab

le
is
in
te
re
st

ra
te

o
n
ra
n
d
o
m
ly
-c
h
o
se
n
ch

o
ic
e.

C
o
n
st
an

t
te
rm

in
cl
u
d
ed

in
ea
ch

re
gr
es
si
o
n
b
u
t
n
o
t
re
p
o
rt
ed

.

© 2016 Royal Economic Society.

R E V I S I N G COMM I TM EN T S 5



C.3. Alternate Specifications of Target Lag

In all regressions of Table 5, the variable for targeted days to first disbursement upon revisiting is
specified as an indicator variable for six days or less. Here we elaborate on the justification for
this specification.1

First, we note that specifying the variable as a linear relationship leads to a similar result. If we
replace the indicator target lag variable with a linear variable for targeted days to first
disbursement in the specification of Table 5, column (6), the coefficient on the linear target lag
variable is �9.21 and has a standard error of 5.33 (significant at the 10% level).2

It turns out, however, that the linear relationship just described masks the fact that the
underlying relationship between the target lag and revisions is better described as a non-linear
function. To see this, we again estimate the specification of Table 5, column (6), but now we
specify the target lag as separate indicator variables for each of the 14 distinct values of the target
lag from two to 15 days prior to first disbursement (the omitted indicator is 16 days). In
Figure C3, we graphically present the estimated coefficients on the target lag indicators. The
solid line graphs the series of point estimates, and the upper and lower dashed lines bound the
upper and lower 95% confidence intervals.

0
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0.0010

0.0015

0.0020
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D
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ty
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Change in Sooner Consumption Upon Revisiting

Fig. C2. Distribution of Change in Sooner Allocation Upon Revisiting
Notes. Initial allocations made in Jan–Feb 2010. Revisions made in Mar–Apr 2010 in a revisit
targeted at a randomised 2–16 days prior to date of first disbursement in ‘far’ period. (Date of
first disbursement in far period is day t = 61 from initial visit in Jan–Feb 2010.) N = 664.

1 All specifications use the targeted lag between the revisit and disbursement because the actual lag is
endogenous. Eighty five percent of those in the revisit sample are visited on exactly the targeted date. For the
remainder, 84% are revisited within two days of the target date and the maximum gap between the targeted
and actual revisit date is six days. The correlation between the delay in revisits and the assigned revisit date is
not statistically different from zero.

2 All other coefficients in the regression remain essentially identical.
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Point estimates on the indicators for days two to six are all large in magnitude, each exceeding
100 MK, and show no obvious time pattern. In contrast, nearly all the coefficients on the
indicators for higher target lags are substantially smaller in magnitude and several are below or
just at zero. (The exception is the coefficient on the indicator for 11 days, 141 MK. This is
probably a chance occurrence, and the coefficient is not statistically different from zero at
standard confidence levels.) Due to lack of power, most of the individual coefficients are not
statistically significantly different from zero at conventional levels (although the coefficients on
the indicators for days four and six are statistically significantly different from zero at the 10%
level).

Table C2

Determinants of Change in ln(c) From Sooner to Later

Ordinary least-squares estimates

Dependent variable: change in ln(c) from sooner to later

Delay of 1
versus 31 days

Delay of 61
versus 91 days

(1) (2) (3) (4) (5)

Interest rate (r) 0.948*** 0.949*** 0.935*** 0.937*** 0.943***
(0.029) (0.029) (0.029) (0.029) (0.022)

Male 0.026 0.024 0.025
(0.040) (0.042) (0.038)

Age 35 or under 0.061 0.061 0.061
(0.056) (0.058) (0.052)

36–56 years old 0.056 0.041 0.049
(0.044) (0.047) (0.042)

Some primary school 0.008 �0.012 �0.002
(0.047) (0.050) (0.044)

Primary school �0.038 �0.087 -0.062
(0.072) (0.072) (0.066)

More than primary school 0.030 �0.010 0.010
(0.097) (0.089) (0.084)

Have adequate maize 0.020 0.046 0.033
(0.047) (0.046) (0.043)

log(Baseline wealth) 0.021 0.033** 0.027**
(0.015) (0.015) (0.014)

Words recalled 0.022 0.022 0.022
(0.014) (0.015) (0.014)

Raven’s tests correct �0.027 �0.039* �0.033*
(0.020) (0.021) (0.019)

Financial literacy questions correct 0.020 0.032 0.026
(0.026) (0.025) (0.023)

Number of relatives in the village 0.005* 0.007** 0.006**
(0.002) (0.002) (0.002)

Constant 0.384*** 0.224** 0.414*** 0.279** 0.251**
(0.030) (0.084) (0.030) (0.089) (0.078)

N 8,937 8,937 8,931 8,931 17,868
Adjusted R2 0.09 0.09 0.08 0.09 0.09
p-value that all HH characteristics = 0 0.15 0.00 0.01

Notes. Significance levels: *10%, **5%, ***1%. Data are from the baseline sample (for details, see Table 1).
Unit of observation is a respondent/choice-pair (10 pairs per respondent). Dependent variable is ln(sooner
allocation) minus ln(later allocation) for the given pair. Rates of return to waiting until ‘later’ (interest rates)
take on values of 0.1, 0.25, 0.50, 0.75 and 1.0. Standard errors are clustered at the individual level.
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All told, the relationship appears to be best summarised by a step function with a positive
effect for days two to six prior to disbursement, and the zero effect thereafter (Table C3).

C.4. Future Bias versus Present Bias

The analysis in the main text focuses on the predictions of quasi-hyperbolic discounting models
with b ≤ 1. This is natural given the laboratory evidence and well-developed theory surrounding
them and other models of present-bias. Future bias is, however, also possible. Models of future
bias would imply that respondents would shift allocations towards later as the intertemporal
tradeoffs draw near. Table C4 considers this possibility, first replacing the fraction present biased
variable with a future biased variable defined analogously in column (1) and in column (2) by
including the variable ‘Fraction Future biased’ to the specification in column (6), Table 5. Both
regressions also include an indicator for ‘more elastic in the near time frame’ and an interaction
term between this indicator and fraction future biased. The rest of the variables are identical to
those of Table 5, column (6).

Contrary to a theory that attributes future-biased static preference reversals to non-constant
time discounting, the coefficient on the main effect of fraction future-biased choices is actually
positive in both columns. The coefficient is not precisely estimated, however, and we cannot
reject a null hypothesis of no effect, or even a moderate-sized negative effect, at conventional
levels of significance. Summing the coefficients on this main effect with its interaction with ‘more

–400

–300

–200

–100

0

100

200

300

400

500

2 3 4 5 6 7 8 9 10 11 12 13 14 15

C
ha

ng
e 

in
 A

llo
ca

tio
n 

T
ow

ar
d 

So
on

er
 (

M
K

),
 R

el
at

iv
e 

to
 1

6-
da

y 
L

ag

Days to First Disbursement

Coefficient Upper 95% Confidence Interval Lower 95% Confidence Interval
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Table C4

Determinants of Revisions Towards Sooner; Investigating Future Bias

Ordinary least-squares regressions

Dependent variable: change in sooner allocation upon
revisiting (MK) (1) (2)

Preferences under commitment
Fraction present biased, non-implemented interest rates 251.211**

(105.329)
Fraction future biased, non-implemented interest rates 132.499 149.461

(109.337) (124.490)
Fraction of all tokens allocated to ‘sooner’ �452.503** �470.607**

(230.072) (228.705)
Indicator: days to first disbursement (targeted) ≤6 122.894** 124.550**

(51.276) (51.199)
Indicator: more elastic in the far time frame 112.184

(89.371)
Indicator: more elastic in the near time frame 54.314 13.246

(65.255) (72.256)
Fraction present biased 9 indicator: more elastic in the far

time frame
�174.621
(195.147)

Fraction future biased 9 indicator: more elastic in the near
time frame

�164.751 �20.922
(189.029) (198.052)

Financial sophistication
Fraction of decisions consistent with law of demand �25.795 66.76

(177.881) (184.081)
Words recalled 1.647 0.565

(19.368) (19.420)
Raven’s tests correct �22.046 �22.117

(29.346) (29.173)
Financial literacy questions correct 23.829 24.985

(28.401) (28.719)
Shocks
Death in the family (indic.) 74.866 75.522

(204.919) (200.432)
Shortfall in expected hh income (MK) 0.047 0.048

(0.038) (0.038)
Social pressure
Spouse minus own allocation to sooner (MK) 0.040 0.05

(0.081) (0.081)
Number of relatives in the village 2.069 1.674

(3.376) (3.432)

Rate of return to waiting
Implemented interest rate {0.1, 0.25, 0.5, 0.75, 1} �203.520** �223.711**

(82.844) (82.920)
Baseline characteristics
Male 62.044 57.699

(61.747) (61.456)
Age 35 or under 279.716** 281.705**

(110.625) (111.018)
36–56 years old 171.308** 174.254**

(65.380) (65.577)
Some primary school �21.206 �28.876

(72.143) (72.461)
Primary school �113.713 �118.829

(92.404) (92.067)
More than primary school �133.158 �148.320

(119.644) (120.077)

© 2016 Royal Economic Society.
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elastic in the near horizon’ we again find that those who exhibit static preference reversals that
can be easily reconciled with time-specific marginal utilities of consumption exhibit no time
inconsistency on average. Unlike the results from Table 5 investigating present-bias, however,
our inference is limited by the imprecision of the point estimates. One interpretation of these
findings is that the future-biased static preference reversals capture predictable changes in the
marginal utility of income, more than some form of non-constant discounting. More generally,
the future-biased preference reversals appear to be driven by mechanisms that do not induce
time-inconsistency.

C.5. Attrition

We attempted to revisit 722 individuals with complete baseline data. We were successful in
revisiting 661 (91.6%). This high revisit success rate helps ameliorate concerns over selection
bias but it is still important to ascertain the extent to which the key right-hand-side variables are
related with attrition and to think through any resulting directions of bias.

Table C5 presents regressions of an indicator for inclusion in the sample on key right-hand-
side variables. The sample is the 722 individuals we attempted to revisit, so the mean of the
dependent variable is the revisit success rate, 0.916. Individuals targeted for revisit six days or less
prior to first disbursement are 10.8 percentage points less likely to be included in the revisit
sample. This reflects the simple fact that our survey team had less time to find individuals whose
target revisit date was close to the disbursement date.3,4

Table C4

(Continued)

Ordinary least-squares regressions

Dependent variable: change in sooner allocation upon
revisiting (MK) (1) (2)

Have adequate maize 0.398 1.750
(57.832) (57.891)

Total HH wealth �0.126 �0.134
(0.092) (0.090)

Controls for:
Spousal characteristics Yes Yes
R2 (adj.) 0.04 0.05
N 661 661
p-value of F-test: financial sophistication variables jointly 0 0.87 0.83

Notes. Significance levels: *10%, **5%, ***1%. Robust standard errors in parentheses. Unit of observation is
individual included in revisit sample. Spousal characteristics controls are: fraction present biased for all
choices, indicators for age category, indicators for education category, word recall, Raven’s score, financial
literacy score and fraction of choices adhering to law of demand.

3 The closest randomised target date was two days prior to first disbursement and the cutoff date for actual
revisits was set at one day prior to first disbursement. Revisits on or after that date would be nonsensical, since
the ‘sooner’ disbursement could already have been made (if the respondent redeemed the voucher
immediately on the disbursement date).

4 In addition, individuals with higher word recall are less likely to be included in the sample. Two
additional words recalled (about one and a half standard deviations) leads to a 3 percentage point lower
likelihood of revisit success. Revisit success was higher for individuals who are younger and who had lower
baseline wealth.

© 2016 Royal Economic Society.
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Table C5

Determinants of Inclusion in Revisit Sample

Ordinary least-squares regressions

Dependent variable: indicator for inclusion in revisit sample

Preferences under commitment
Fraction present biased, non-implemented interest rates 0.002

(0.036)
Fraction of all tokens allocated to ‘sooner’ �0.032

(0.097)
Indicator: days to first disbursement (targeted) ≤6 �0.108***

(0.025)
Indicator: more elastic in the far time frame 0.000

(0.021)

Financial sophistication
Fraction of decisions consistent with law of demand 0.001

(0.076)
Words recalled �0.015*

(0.008)
Raven’s tests correct 0.019

(0.013)
Financial literacy questions correct 0.005

(0.014)
Social pressure
Spouse minus own allocation to sooner (MK) �0.000

(0.000)
Number of relatives in the village 0.001

(0.002)

Rate of return to waiting
Implemented interest rate {0.1, 0.25, 0.5, 0.75, 1} 0.057

(0.036)

Baseline characteristics
Male 0.036

(0.030)
Age 35 or under 0.080*

(0.044)
36–56 years old �0.037

(0.031)
Some primary school �0.034

(0.029)
Primary school �0.055

(0.045)
More than primary school �0.056

(0.045)
Have adequate maize 0.007

(0.027)
Total HH wealth �0.000***

(0.000)

Controls for:
Spousal characteristics Yes
R2 (adj.) 0.05
N 722

Notes. Significance levels: *10%, **5%, ***1%. Robust standard errors in parentheses. Unit of observation is
individuals targeted for inclusion in revisit sample. Dependent variable has mean of 0.916. Right-hand-side
variables are identical to column (6), Table 5, except for omission of shock variables (‘death in family’ and
‘shortfall in expected household income’), because shock variables are not available for attriters. See Table 5
for other notes.

© 2016 Royal Economic Society.
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An important question is whether the key results (in Table 5) on the impact of days to first
disbursement on revisions could be driven entirely by selection, since the variable is statistically
significantly related to revisit success. Given the sizes of the effects in Table 5, this turns out to be
implausible.

Consider the coefficient in column (6), Table 5 on the indicator for targeted days to first
disbursement ≤6, 124.629. This variable leads to 10.8 percentage points lower inclusion in the
sample. For differential selection on this variable to explain the coefficient in column (6), Table 5,
fully, revision towards sooner of individuals selecting out of the sample due to having days to first
disbursement ≤6 would have to have been lower by 1,118.20 MK.5 A change in revisions of this
magnitude would be extremely large, amounting to roughly the difference between the 10th
percentile (�600 MK) to the 83rd percentile (500 MK) of the revision distribution, or about two
standard deviations. It is highly unlikely that all the individuals selecting out of the sample would
have had revisions this different from other individuals who were successfully revisited.

While it is very unlikely that the estimate of the impact of days to disbursement from column
(6), Table 5 is due entirely to selection, selection may still lead to bias in this estimate. In
Table C6, we present results of an exercise intended to bound the size of this possible bias,
running regressions analogous to that of column (6), Table 5, but where observations that were
previously not included due to attrition are now included and where we make several different
assumptions as to the value of the dependent variable for the newly-included observations.6 At
the top of each column is our assumption regarding revision on the part of attrited observations.
Across columns (1) to (7), we assume initial allocations to sooner are revised in the amounts
(respectively) of 600, 400, 200, 0, �200, �400, and �600.7 Looking across columns, the stability
of coefficient estimates on particular independent variables provides a sense of the sensitivity of
coefficients to a range of assumptions on how attrited individuals would have revised their
allocations. When assuming positive revisions towards sooner for the attrited observations, the
coefficient on the indicator for days to first disbursement ≤6 becomes larger in magnitude,
reflecting the fact that this variable is positively correlated with attrition. For the same reason,
assuming negative revisions towards sooner for attrited observations lead the coefficient on this
variable to become smaller in magnitude. The results indicate that the coefficient on the
indicator for days to first disbursement ≤6 in Table 5 is robust to a wide range of assumptions on
attriter revisions, except when attriter revision is assumed to be as much as �600: in this case the
coefficient declines enough in magnitude to become statistically insignificant. We view an
assumption that attriters revise as much as �600 MK vis-�a-vis their initial allocations as
farfetched; this change amounts to more than one standard deviation of the revision
distribution.

5 Let there be two types of individuals: type 1, who we always successfully revisit, and type 2, who are only
successfully revisited if days to first disbursement is >6. So when days to first disbursement is >6, the sample is
composed of both types 1 and 2, while otherwise it is only composed of type 1. Let l1 and l2 be mean revision
for type 1 and 2 individuals, respectively. We observe l1, and the problem is to estimate the value of l2 such
that there is actually no ‘effect’ of days to first disbursement ≤6, and all the observed effect in Table 6 is due to
selection. The formula for l2 is l2 ¼ ½ða þ cÞðl1 � bÞ � al1�=c, where b is the coefficient on days to first
disbursement ≤6 in the Table (124.629), a is the revisit success rate for type 1 individuals (0.861), c is the
reduction in the revisit success rate due to revisiting 6 or fewer days to first disbursement (0.108) and l1 is the
mean revision for type 1 individuals (mean revision for those with days to first disbursement ≤6, 150.0). The
formula gives l2 ¼ �968:20. So l1 � l2 ¼ 150:0 � ð�968:20Þ ¼ 1; 118:20.

6 The only other difference vis-�a-vis the regression in column (6), Table 5, is that we exclude the shock
variables ‘death in family’ and ‘shortfall in expected household income’ from the right-hand-side of the
regression, since these were also measured upon revisit.

7 We of course do not allow revisions to go beyond corners, imposing the restriction that revised
allocations to sooner must stay within the [0, 2,000] range. For example, in column (1), where we are
assuming that revised allocations are 600 MK higher than attrited individuals’ initial allocations, if an
individual initially allocated 1,700 MK to sooner, we only allow the revised allocation to sooner to go to 2,000
MK (not 2,300 MK).
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C.6. Males versus Females

In Table C7, we explore whether estimated effects differ across males and females in the sample,
estimating regressions analogous to column (6), Table 5, but where the sample is restricted to
females (column (1)) and males (column (2)). We also present p-values of the F-test that
coefficients on each presented right-hand-side variable differ across the female and male
regressions.

Owing to smaller sample sizes, the standard errors on the key point estimates are relatively
large. As a result, while we can sometimes reject a null hypothesis of no relationship (e.g. on the
days to first disbursement indicator variable for male), mostly the coefficients cannot be
distinguished statistically from zero.

In addition, for nearly all variables, coefficients are not statistically significantly different across
the male and female samples, with a few exceptions. The coefficient on the Raven’s test score is
negative and statistically significantly different from zero among males and is significantly
different from the corresponding (positive) coefficient among females. In the female sample,
coefficients on the schooling indicators are negative (indicating that higher schooling leads to
less revision towards sooner), statistically significantly different from zero and statistically
significantly different from the corresponding coefficients in the male regression (or nearly so).
The male coefficients on schooling, on the other hand, are positive but none are statistically
significantly different from zero. Finally, the coefficient on the death in the family indicator is
large and positive for females, smaller in magnitude and negative for males, and marginally
statistically significantly different across the male and female regressions at the 10% level.

C.7. Consistent Versus Inconsistent Individuals

In Table C8, we explore whether the sample contains individuals that did not understand the
experiment. We replicate Table 5 excluding those individuals that are inconsistent in three or
more pairs in Table 2. If these individuals did not understand the experiment, there would be
measurement error and the estimates in Table 5 would suffer from the attenuation bias.

We find that most of the results hold but the coefficients of interest are not larger in the
absolute value, suggesting that there is no attenuation bias and that the results are not driven by
people who simply did not understand the experiment.

C.8. Structural Estimates of b

In this subsection, we describe the structural estimation of the discount factors that are
included as regressors in column (6) of Table 5. We follow the theoretical framework of
Section 2 and posit a flexible ‘d – b’ model that allows the curvature parameter of the utility
function to differ by time frame, as in the example of Section 2. Therefore u1ðcÞ ¼ u2ðcÞ and
u3ðcÞ ¼ u4ðcÞ. We assume that the utility function is either CRRA or CARA and we estimate the
discount factors and curvature parameters from the experimental choice data using non-linear
least squares, taking into account corner choices. Given the concerns raised in Section C.7, we
perform the estimation using either the full sample or the sub-sample of those who appear
consistent.

Because the structural estimation allows to estimate the discount factors and curvature
parameters simultaneously, while taking into account corner choices, we run several specifica-
tions of Table 5 that do not include ‘Fraction present-biased’, ‘Fraction of all tokens to sooner’
nor the indicator of ‘More elastic in the far time frame’.

A natural hypothesis suggests that the more present-biased the individual is, as indicated by a
lower estimated b, the larger the revision towards sooner will be upon revisit. Put differently, the
coefficient on the discount factor b should be negative and significant. The results reported in
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Table C7

Differential Effects by Gender

Ordinary least-squares regressions

Dependent variable: change in sooner allocation upon
revisiting (MK) (1) (2)

p-value, F-test of
equality of male
and female coeffs.Females Males

Preferences under commitment
Fraction present biased, non-implemented interest rates 87.743 199.450* 0.592

(170.970) (118.672)
Fraction of all tokens allocated to ‘sooner’ �571.908* �320.799 0.557

(311.144) (293.251)
Indicator: days to first disbursement (targeted) ≤6 100.810 158.428** 0.574

(74.563) (70.368)
Indicator: more elastic in the far time frame 15.146 211.019* 0.208

(110.801) (109.072)
Fraction present biased 9 indicator: more elastic in the

far time frame
154.424 �433.262* 0.108
(272.822) (242.459)

Financial sophistication
Fraction of decisions consistent with law of demand �142.424 125.398 0.459

(259.858) (250.989)
Words recalled �14.072 29.148 0.294

(25.342) (32.410)
Raven’s tests correct 20.486 �75.382* 0.098

(40.829) (40.900)
Financial literacy questions correct 13.736 36.079 0.718

(49.662) (36.949)
Shocks
Death in the family (indic.) 438.137 �247.190 0.097

(327.464) (250.228)
Shortfall in expected hh income (MK) 0.051 0.038 0.858

(0.048) (0.060)
Social pressure
Spouse minus own allocation to sooner (MK) 0.067 0.031 0.822

(0.105) (0.121)
Number of relatives in the village 1.602 2.912 0.865

(6.580) (4.037)

Rate of return to waiting
Implemented interest rate {0.1, 0.25, 0.5, 0.75, 1} �247.920** �181.689 0.692

(122.849) (113.634)

Baseline characteristics
Age 35 or under 211.016 288.188* 0.733

(152.870) (166.146)
36–56 years old 53.810 233.604** 0.201

(116.154) (78.953)
Some primary school �168.582* 143.000 0.041

(98.918) (115.128)
Primary school �296.744* 5.910 0.155

(172.443) (124.417)
More than primary school �508.001** 146.502 0.007

(173.267) (165.505)
Have adequate maize 38.929 �15.836 0.646

(85.864) (82.556)
Total HH wealth �0.339* �0.040 0.144

(0.175) (0.106)
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Table C9 suggest that the estimates all have the correct sign but are small in economic
magnitude and tend to be imprecisely estimated. These estimates are interesting because they
underscore the advantages and disadvantages of this structural approach. The advantage, already
mentioned, is that neither the proxies for preference reversals, corner choices and non-
stationary utility functions nor their interactions are included in the reduced form analysis. The
approach has the disadvantage of relying on functional form assumptions, and if these fit the
data poorly the estimated discount factor may not have predictive power.

Table C7

(Continued)

Ordinary least-squares regressions

Dependent variable: change in sooner allocation upon
revisiting (MK) (1) (2)

p-value, F-test of
equality of male
and female coeffs.Females Males

Controls for
Spousal characteristics Yes Yes
R2 (adj.) 0.06 0.04
N 325 336

Notes. Significance levels: *10%, **5%, ***1%. Robust standard errors in parentheses. Unit of observation is
individual included in revisit sample. Column (1) restricts to females in revisit sample. Column (2) restricts to
males in revisit sample. See Table 5 for other notes.
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Table C9

Structural Estimation of Individual Discount Factors

Ordinary least-squares regressions

Dependent variable: change in
sooner allocation upon
revisiting (MK) (1) (2) (3) (4) (5) (6) (7)

Panel (a): All individuals
b (CARA utility function) �39.356 �39.945 �42.161 �42.509 �34.321 �42.323

(41.461) (42.381) (42.699) (42.873) (43.175) (52.425)

Observations 663 663 663 663 663 663 663
Adjusted R2 0.02 0.04 0.04 0.04 0.04 0.04 0.04
b (CRRA utility function) �0.497 �2.316 �4.346 �5.021 2.153 �9.123

(41.272) (41.761) (41.937) (42.183) (42.256) (54.184)

Observations 663 663 663 663 663 663 663
Adjusted R2 0.02 0.04 0.04 0.04 0.03 0.04 0.04

Panel (b): Consistent individuals
b (CARA utility function) �47.137 �59.173 �60.143 �59.114 �54.405 �36.899

(52.403) (53.935) (54.684) (54.966) (55.905) (65.657)

Observations 663 513 513 513 513 513 513
Adjusted R2 0.02 0.03 0.03 0.03 0.03 0.03 0.03
b (CRRA utility function) �37.19 �53.99 �57.234 �57.313 �50.812 �48.01

(52.206) (53.269) (53.270) (53.523) (54.188) (67.965)

Observations 663 513 513 513 513 513 513
Adjusted R2 0.02 0.03 0.03 0.03 0.03 0.03 0.03

Implemented interest rate Yes Yes Yes Yes Yes Yes Yes
Demographics Yes Yes Yes Yes Yes Yes Yes
Days to first disbursement at
revisit (targeted)

No Yes Yes Yes Yes Yes Yes

Fraction of all tokens allocated
to sooner

No Yes Yes Yes Yes Yes Yes

Fraction of decisions consistent
with law of demand

No No Yes Yes Yes Yes Yes

Aptitude questions No No Yes Yes Yes Yes Yes
Shocks No No No Yes Yes Yes Yes
Spouse minus own allocation to
sooner (MK)

No No No No Yes Yes Yes

Number of relatives in village No No No No Yes Yes Yes
Spouse characteristics No No No No No Yes Yes
Indicator: more elastic in the far
time frame

No No No No No No Yes

Interaction of beta and days to
first disbursement at revisit
(targeted)

No No No No No No Yes

Notes. Unit of observation is individual included in revisit sample. In panel (a) the sample includes all
individuals, while in panel (b) the sample excludes individuals that are inconsistent in three or more pairs in
Table 2. As in Table 5, the dependent variable is the change in sooner allocation upon revisiting (MK). The
bottom of the Table reports the explanatory variables from Table 5 that are included in the regression,
although the only coefficient reported is that of the individual discount factor b. This discount factor is
estimated using NLLS by positing a flexible d – b model with a four period utility function with two curvature
parameters, one for each time frame. See subsection C.8 for more details.
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Appendix D. Simulations of Stochastic Choice

In this Section, we assess the adherence of subjects’ optimising behaviour to the canonical model
of subsection 2.1.1 by comparing their choices to those of hypothetical subjects that choose
randomly. Given that more than two-thirds of individuals choose allocations that deviate at least
once from the law of demand and that more than 90% make at least one different allocation in
the ‘near’ compared to the ‘far’ time frame, random choice is a useful benchmark.8

The interest in random choice model is twofold. First, it can be used to alleviate concerns
about the low levels of literacy of the subject pool. In particular, we assess whether our results can
be generated by individuals who do not understand the experimental protocols and that in the
extreme, choose randomly. Second, as we explain in more detail below, we use the results from
the random choice model to justify how we deal with implementation error in the analysis of
Table 5.

We generate 1,000 random samples of 661 subjects who choose allocations randomly. That is,
each possible allocation ([2,000, 0], [1,900, 100(1 + r)], . . ., [0, 2,000(1 + r)]) is chosen with
probability 1/21. To construct spousal controls, individuals are matched with their real-life
spouses and their (random) choices are used to generate the relevant variables. For each sample
of random choices, we run the specifications of column (6) of Table 5 and of Table C4 and for
each coefficient in the regression, we report its mean and construct the 95% confidence interval
non-parametrically using the 25th and 975th coefficient.

Table D1 reports the results. We compare coefficients obtained using real data (odd
numbered columns) to simulated or random choice data (even numbered columns). Columns
(1) and (2) compute the ‘fraction present biased’ variable using all pairs, including the one
associated with the implemented interest rate. The variable ‘Spouse minus own allocation to
sooner’ is also computed using all interest rate pairs. Columns (3) and (4), in contrast, exclude
the pair of the implemented interest rate in both variables. All regressions include all other right-
hand-side variables in the respective comparison regressions (column (6) of Table 5 and the
single regression in Table C4). They are not reported since by definition they are uncorrelated
with the random choices.

Comparing the results in columns (1) and (2) of Table D1, we see that when all pairs are
included, the coefficient on ‘fraction present biased’ using simulated data is more than twice as
large than the coefficient when using the real experimental data. Both coefficients are large and
significant at conventional levels, suggesting that a null that the coefficient is zero is insufficiently
discerning.

As mentioned in the text, the reason for the large coefficient using simulated data is a
mechanical relationship between present bias - like behaviour under the implemented interest
rate and revisions to the sooner period. Intuitively, in the second stage of the experiment, an
individual who exhibits present bias will, by definition, have chosen in the far time frame an
allocation to sooner that is lower than that of the near time frame. Thus, even under random
choice, the probability that the revised allocation to sooner is larger than the (below average)
original allocation is relatively high – hence the mechanical positive relationship between
revision to sooner and present bias. An analogous argument explains the mechanical negative
relationship between revisions to sooner and future bias.

If implementation error is independent across choices, however, there should be no
relationship between random choices under interest rates other than the implemented one
and revision behaviour under the implemented interest rate. This therefore suggests the

8 Other models based on changes in expected income between the ‘near’ and ‘far’ time frame would only
be consistent with individuals being either always or never dynamically consistent. If an individual expects a
windfall between the near and far time frame, he or she would appear more patient in the far time frame
under all interest rates. These models cannot explain why some individuals are dynamically consistent under
some interest rates but not others.
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construction of the variables ‘fraction present biased’ and ‘Spouse minus own allocation to
sooner’ excluding the choices under the implemented interest rate.

Indeed, the coefficient on ‘fraction present bias’ in column (4) is small in magnitude and
statistically insignificant (albeit with a rather large confidence interval). This small coefficient
stands in contrast with that of column (3), replicating column (6) of Table 5.

Under random choice, individuals who appear more elastic in the far time frame do not
necessarily revise allocations towards sooner. The point estimates in columns (2) and (4) of the
indicator ‘more elastic in the far time frame’ are small and the confidence interval large,
suggesting that they are not significantly different from zero. The interaction between the
indicator and ‘fraction present biased’ is also small and insignificant and a test that the sum of
coefficients is different from the zero, yield again confidence intervals that include zero. In this
sense, the simulation cannot generate the result found with real data that the link between
present bias and static preference reversals is only found among individuals with stable marginal
utility of consumption across time frames.

Columns (5)–(8) study the relationship between future bias and revision behaviour. As
expected, column (6) displays the mechanical negative relationship between ‘fraction future
biased’, computed using all interest rates and the change in the allocation to sooner. However,
this relationship disappears in column (8) when the choices under the implemented interest
rate are excluded. As in Appendix Table C4, future biasedness and differences in marginal
utilities across time frames cannot explain revision behaviour.
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