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Abstract: This paper presents the latest update of our aggregate governance
indicators, together with new analysis of several issues related to the use of these
measures. The governance indicators measure the following six dimensions of
governance: i) Voice and Accountability; ii) Political Instability and Violence; iii)
Government Effectiveness; iv) Regulatory Quality; v) Rule of Law, and, vi) Control of
Corruption. They cover 209 countries and territories for 1996, 1998, 2000, 2002, and
2004. They are based on several hundred individual variables measuring perceptions of
governance, drawn from 37 separate data sources constructed by 31 different
organizations. We present estimates of the six dimensions of governance for each
period, as well as margins of error capturing the range of likely values for each country.
These margins of error are not unique to perceptions-based measures of governance,
but are an important feature of all efforts to measure governance, including objective
indicators. In fact, we provide examples of how individual objective measures provide
an incomplete picture of even the quite particular dimensions of governance that they
are intended to measure.

We also analyze in some detail changes over time in our estimates of
governance; provide a framework for assessing the statistical significance of changes in
governance; and suggest a simple rule of thumb for identifying statistically significant
changes in country governance over time. The ability to identify significant changes in
governance over time is much higher for our aggregate indicators than for any individual
indicator. While we find that the quality of governance in a number of countries has
changed significantly (in both directions), we also provide evidence suggesting that there
are no trends, for better or worse, in global averages of governance. Finally, we
interpret the strong observed correlation between income and governance, and argue
against recent efforts to apply a discount to governance performance in low income
countries.

The data, as well as a web-based graphical interface, are available at:
www.worldbank.org/wbi/governance/govdata/. The Appendices and a synthesis of the
paper are available at: www.worldbank.org/wbi/governance/pubs/govmatters4.htmil.
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1. Introduction

This paper presents the latest update of our aggregate governance indicators,
together with new results on the relative importance of perceptions-based and objective
indicators; the significance of measured changes over time in governance; and the role
of per capita income in cross-country governance comparisons. The governance
indicators measure the following six dimensions of governance: i) Voice and
Accountability; ii) Political Instability and Violence; iii) Government Effectiveness; iv)
Regulatory Quality; v) Rule of Law, and, vi) Control of Corruption. They cover 209
countries and territories for 1996, 1998, 2000, 2002, and 2004. The indicators are based
on several hundred individual variables measuring perceptions of governance, drawn
from 37 separate data sources constructed by 31 different organizations. We assign
these individual measures of governance to categories capturing key dimensions of
governance, and use an unobserved components model to construct six aggregate
governance indicators in each period. We present the point estimates of the dimensions

of governance as well as the margins of errors for each country and period.

We begin by describing the data used to construct this round of the governance
indicators in Section 2 of this paper. As discussed in more detail below, we have
incorporated information from a substantial number of new data sources, relative to our
last set of indicators for the period 1996-2002. Since some of these data sources are
also available in earlier periods, we have updated our governance estimates for this
earlier period as well. As we have emphasized in our previous work, an attractive
feature of the aggregation method we use is that it provides us with not only estimates of
governance for each country, but also with measures of the precision or reliability of
these estimates, for every country, indicator, and year. The addition of data has
improved the precision of our governance indicators relative to previous years.

However, the margins of error associated with estimates of governance are not trivial.
This implies that cross-country comparisons of levels of governance should continue to
be made with due caution. We also underscore that these margins of error are not
unique to perceptions-based measures of governance, but are an important feature of all

efforts to measure governance, including objective indicators.



Reformers in many governments as well as civil society and investors
increasingly view governance as key for development and the investment climate, which
in turn has increased the demand for monitoring the quality of governance in a country
over time. Further, aid donors have also come to the view that aid flows have a stronger
impact on development in countries with good institutional quality, and thus increasingly
utilize measurable performance indicators —within which governance features
prominently-- for monitoring, evaluation and decision-making at a country level. In light
of this, it is also important to measure and interpret trends over time in governance. This
we address in Section 3 of the paper, where we discuss how the inevitable
measurement error in both subjective and objective indicators of governance affects the

conclusions that can be drawn from observed changes over time in such measures.

The most basic insight is that measurement error should temper the conclusions
about actual changes in governance based on changes in any individual indicator, while
aggregate indicators such as those we develop here can be more informative about
changes over time in governance. In addition to this basic insight, we highlight two
opposing forces that affect the interpretation of changes over time. On the one hand, if
governance itself changes very slowly over time, then observed changes in the data will
overstate the magnitude of actual changes in governance. On the other hand, if
measurement error is also very persistent over time, then observed changes in the data
will understate changes in governance. By providing a framework for assessing the
statistical significance of changes in governance over time, we show how these key
parameters can be estimated and argue that the former effect dominates, suggesting
that changes over time in the governance indicators should be interpreted with some
caution. We suggest a simple rule of thumb for identifying statistically significant
changes in country governance over time, and find that governance in a number of
countries has either significantly improved or deteriorate over the relative short eight-
year time span covered by our data. We also document that there is little evidence of

any trends — for better or worse — in global averages of governance.

! For example, the International Development Association (the highly concessional loan window
of the World Bank) relies heavily on the World Bank’s Country Policy and Institutional
Assessment, one of the ingredients in our aggregate governance indicators. The U.S.
government’s Millennium Challenge Account bases country eligibility in part on five of our
governance indicators.



The margins of error we emphasize are not unique to the perceptions data we
use to construct our aggregate governance indicators: measurement error is pervasive
among all measures of governance and institutional quality. An advantage of our
measures of governance is that we are able to be explicit about the accompanying
margins of error, whereas these are most often left implicit with objective measures of
governance. In Section 4 of this paper we investigate in more detail discrepancies
between subjective and objective measures of very specific dimensions of the regulatory
environment. We show that firms’ survey responses about their tax burden, and the
ease of starting a new business, reflect not only the de jure regulations governing these
issues, but also the overall institutional and governance environment in which these
regulations are applied. This finding emphasizes the importance of relying on a full
range of measures of governance, and not exclusively subjective or objective measures,

when assessing the quality of governance across countries.

In the final section of the paper we turn to two issues that arise when interpreting
the strong positive correlation observed between measures of governance and per
capita incomes. One critique of subjective or perceptions-based governance measures
is that they are subject to “halo effects” — respondents rating countries might provide
good governance scores to richer countries simply because they are richer. While this is
certainly a possible source of bias, we show that it will lead to a significant upward bias
in the correlation between income and governance only if these halo effects are
implausibly strong. The second issue concerns the interpretation of the quality of
governance in low income countries, with particular application to Sub-Saharan Africa,
where the international community is rightly focusing its attention in the effort to meet the
Millennium Development Goals of halving poverty by 2015. Although countries in the
region on average tend to score quite poorly on most measures of governance, some
observers have argued that this poor governance performance should be discounted
because per capita incomes in the region are also low. Implicit in this argument is the
view that there is a strong causal impact of incomes on governance. However, we argue
that existing evidence does not support a strong causal channel operating in this
direction — most of the correlation between governance and per capita incomes reflects
causation from the former to the latter. In light of this we suggest that it would be
inappropriate to divert attention from the weak average governance performance of the

region (while also recognizing the individual countries that are strong governance



performers in the region), simply because the region is poor. While we focus on Africa
because of the recent emphasis in the aid community on the region, the fallacy of
discounting the extent of misgovernance in a country or region due to low incomes

applies more generally to any setting with poor governance and low incomes.

We conclude by summarizing the key findings and noting the policy implications

of our work

2. Updated Governance Indicators for 1996-2004

In this section we briefly describe the update of our governance indicators for
2004, as well as some minor backwards revisions to the indicators for 1996-2002. Our
basic methodology has not changed from past years, and a detailed discussion can be
found in Kaufmann, Kraay, and Mastruzzi (2004). We construct measures of six

dimensions governance:

1. Voice and Accountability — measuring political, civil and human rights

2. Political Instability and Violence — measuring the likelihood of violent threats to,
or changes in, government, including terrorism

3. Government Effectiveness — measuring the competence of the bureaucracy and
the quality of public service delivery
Regulatory Burden — measuring the incidence of market-unfriendly policies
Rule of Law — measuring the quality of contract enforcement, the police, and the
courts, as well as the likelihood of crime and violence

6. Control of Corruption — measuring the exercise of public power for private gain,

including both petty and grand corruption and state capture

In Appendix D we define these six dimensions of governance in more detail.

2.1 Data and Methodology

As in past years we rely on a large number of individual data sources which

provide us with information on perceptions of governance. These data sources consist



of surveys of firms and individuals, as well as the assessments of commercial risk rating
agencies, non-governmental organizations, and a number of multilateral aid agencies. A
full list of these sources is presented in Table 1. For this round of the data, we rely on a
total of 352 individual variables measuring different dimensions of governance. These
are taken from 37 different sources, produced by 31 different organizations. Appendices
A and B provide a detailed description of each data source, and document how we have

assigned individual data sources to our six aggregate indicators.

These 37 sources include 12 new data sources for 2004, indicated with asterisks
in Table 1. The new sources come from a diverse set of organizations. Three of these
come from international organizations, in the form of country assessments prepared by
economists at the African Development Bank, the Asian Development Bank, and the
United Nations Economic Commission for Africa. Another three are from commercial
consultancies: IJET Travel Consultancies, Merchant International Group, and Political
and Economic Risk Consultancy.? The remaining six come from a mix of NGOs and
universities: Bertelsmann Foundation, Brown University Center for Public Policy, the
Countries at the Crossroads publication of Freedom House, Fundar, the International
Research and Exchanges Board, and Vanderbilt University.® Several of these new
sources also have data available prior to 2004. In order to make full use of this additional
data, as well as to improve the comparability of the governance indicators over time, we
have revised our previous indicators for all periods to incorporate these sources.
Typically the addition of these sources has very little effect on our past indicators, but it

does make them more comparable over time.

It is also important to note that our data sources reflect the perceptions of a very
diverse group of respondents. Several of our data sources are surveys of individuals or
domestic firms with first-hand knowledge of the governance situation in the country.
These include the World Economic Forum’s Global Competitiveness Report, the Institute

for Management Development’'s World Competitiveness Yearbook, the World Bank’s

% The last of these, Political and Economic Risk Consultancy, is not quite a “new” source as it
appeared in our 1998 and 2000 indicators in the past, but not in the 2002 and 2004 indicators.

% It is worth noting that we do not use the Transparency International Corruption Perceptions
Index (CPI) as a component of our aggregate corruption indicator. This is because the CPl is
itself an aggregate of a number of individual sources, all of which we have already included in our
corruption indicator.



business environment surveys, and a variety of global polls of individuals conducted by
Gallup, Latinobarometro, and Afrobarometro. We also capture the perceptions of
country analysts at the major multilateral development agencies (the European Bank for
Reconstruction and Development, the African Development Bank, the Asian
Development Bank, the UN Economic Commission for Africa, and the World Bank),
reflecting these individuals’ in-depth experience working on the countries they assess.
Other data sources from NGOs (such as Amnesty International, Reporters Without
Borders, and Freedom House), as well as commercial risk rating agencies (such as EIU
and DRI) base their assessments on a global network of correspondents typically living

in the country they are rating.

As in our past work, we combine the many individual data sources into six
aggregate governance indicators. The premise underlying this statistical approach
should not be too controversial — each of the individual data sources we have provides
an imperfect signal of some deep underlying notion of governance that is difficult to
observe directly. This means that as users of the individual sources, we face a signal-
extraction problem — how do we isolate the informative signal about governance from
each individual data source, and how do we optimally combine the many data sources to
get the best possible signal of governance in a country based on all the available data?
In Appendix D we describe in detail the statistical procedure we use to perform this
aggregation, known as the unobserved components model. The main advantage of this
approach is that the aggregate indicators are more informative about unobserved
governance than any individual data source. Moreover, the methodology allows us to be
explicit about the precision — or imprecision — of our estimates of governance in each
country. As we discuss in more detail throughout the paper, this imprecision is not a
consequence of our reliance on subjective or perceptions data on governance — rather
imprecision is an issue that should be squarely addressed in all efforts to measure the

guality of governance.
2.2 Estimates of Governance 1996 - 2004

In Appendix C we report the aggregate governance indicators, for all countries,
for each of the six indicators and for all five periods. The governance estimates are
normally distributed with a mean of zero and a standard deviation of one in each period.

This implies that virtually all scores lie between -2.5 and 2.5, with higher scores



corresponding to better outcomes.* This also implies that our aggregate estimates
convey no information about trends in global averages of governance, but they are of
course informative about changes in individual countries’ relative positions over time.
Below we discuss the information in our individual indicators regarding trends over time

in global averages of governance.

Table 2 summarizes some of the key features of our governance indicators. In
the top panel we show the number of countries included in each of the six indicators and
four periods. In 2004 the Government Effectiveness indicator covers the largest set of
209 countries, with the other sources covering between 204 and 208 countries.®> Over
time, there has been a steady increase in the number of sources included in each of our
indicators. This increase in the number of data sources is reflected in an increase in the
median number of sources available per country, which, depending on the governance
component, ranges from four to six in 1996, and from eight to eleven in 2004. Thanks to
the increase in sources, the proportion of countries in our sample for which our
governance estimates are based on only one source has also declined considerably, to

an average of only 7 percent of the sample in 2004.

An important consequence of this expanding data availability is that the margins
of error for the governance indicators have declined, as shown in the final panel of Table
2. Depending on the governance component, in 1996 the average (for all countries) of
the standard error® ranged from 0.26 to 0.36, while in 2004 the corresponding range is
from 0.18 to 0.27. These declines in margins of error illustrate the benefits in terms of
precision of constructing composite indicators based on as much information as
possible. Of course, since our aggregate indicators combine information from all of
these sources, they have greater precision than any individual underlying data source.

Looking across all five time periods, the median standard error of the individual data

* For a handful of cases, individual country ratings can exceed these boundaries when estimates
of governance are particularly high or low.

® A few of the entities covered by our indicators are not fully independent states (Puerto Rico,
Hong Kong, West Bank/Gaza, Martinique, and French Guyana). A handful of very small
independent principalities (Monaco, San Marino, and Andorra) are also included. For stylistic
convenience all 209 entities are often referred in this paper as “countries”.

® As described in detail in Appendix D, our outcome of aggregation procedure is a distribution of
possible values of governance for a country, conditional on the observed data for that country.
The mean of this conditional distribution is our estimate of governance, and we refer to the
standard deviation of this conditional distribution as the “standard error” of the governance
estimate.



sources for the governance indicators was 0.58, with an interquartile range from 0.45 to
0.84.

Despite this increase in precision as a benefit of aggregation, the margins of
error for the aggregate governance indicators are non-trivial. We illustrate this point in
Figure 1. In the two panels of Figure 1, we order countries in ascending order according
to their point estimates of governance in 2002 on the horizontal axis, and on the vertical
axis we plot the estimate of governance and the associated 90% confidence interval
described above. We do this for two of the six governance indicators, political stability,
and control of corruption. The size of these confidence intervals varies across countries,
as different countries appear in different numbers of sources with different levels of
precision. The resulting confidence intervals are substantial relative to the units in which
governance is measured. To emphasize this point, the horizontal lines in Figure 1
delineate the quatrtiles of the distribution of governance estimates. Even though the
differences between countries in the bottom and top quartiles are substantial, the
number of countries that have 90% confidence intervals that lie entirely within a given
quartile is not large. From Figure 1 it should also be evident that many of the small
differences in estimates of governance across countries are not likely to be statistically
significant at reasonable confidence levels. For many applications, instead of merely
observing the point estimates, it is therefore more useful to focus on the range of
possible governance values for each country (as summarized in the 90% confidence

intervals shown in Figure 1).

As an illustration of the importance of margins of error in governance
comparisons, consider the eligibility criteria for the U.S. Millennium Challenge Account
(MCA). Countries’ eligibility for grants from the MCA is determined by their relative
positions on 16 different measures of country performance. One of these is our Control
of Corruption indicator, where countries are required to score above the median among
all potentially eligible countries in order to qualify for MCA funding. As we have noted
elsewhere, this procedure risks misclassifying countries around the median because the
margins of error for such countries often includes the median score. In contrast, for
countries near the top and the bottom of potential MCA beneficiaries, we can be quite

confident that they do in fact fall above and below the median, respectively.



Table 3 illustrates the role of margins of error in this calculation. We focus
attention on the set of 70 countries identified as potential MCA beneficiaries for the 2005
fiscal year.7 For these countries, we calculate the median score on our Control of
Corruption indicator for 2004. Next, using our governance estimates and their
accompanying standard errors, for each country we calculate the probability that the
country’s level of corruption falls above the median for this group. The results of this
calculation are summarized in the first column of Table 3. For 17 poorly-performing
countries, or about one-quarter of the sample, there is less than a 10 percent chance
that corruption in these countries actually falls above the median. For another 23
countries, or about a third of the sample, we are quite confident that corruption in these
countries falls above the median, with a probability of at least 90 percent. In contrast, for
the remaining 30 countries, the probability that they fall above the median is somewhere
between 10 percent and 90 percent, and so we have less confidence that these
countries are correctly classified. If we relax our standards of significance to 25 percent
and 75 percent, we find that only about 20 countries out of 70, or 29 percent of countries

fall in this zone of uncertainty.?

This example illustrates the importance of taking margins of error into account
when making governance comparisons across countries. Our aggregate governance
indicator is able to identify with a fairly substantial degree of confidence groups of
countries where the probability that corruption is above or below the median is large.
But at the same time there remains an intermediate group of countries where we can be
less confident that they are correctly classified as being “good” or “bad” performers

based on their point estimates of governance alone.

It is also important to note how this example illustrates the benefit of aggregating
many sources of data on corruption, as we do. The remaining columns of Table 3 show
perform the same calculations, but relying on successively less precise measures of

governance. The second and third columns use our own Control of Corruption

" See http://www.mcc.gov/ for details on the MCA eligibility criteria.

8 We first performed these MCA-related calculations in late 2002, shortly after the announcement
of the initial MCA eligibility criteria. At that time, using the older version of our 2000 Control of
Corruption indicator, we found that 23 out of 61 countries (or 38 percent of countries) fell in this
intermediate zone. This much higher proportion of intermediate countries reflected the fact that
the old version of or 2000 Control of Corruption indicator relied on substantially fewer data
sources than we now have available to us for both 2000 and 2004.
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indicators for 2000 and 1996. These indicators cover fewer countries, and because they
rely on a smaller set of sources available at the time, the margins of error for individual
countries are higher than in 2004 (see the standard errors reported in the last row). In
1996, for example, 35 percent of the countries for which data is available fall in the
intermediate category where the probability that they fall in the top half of the sample is
between 25 percent and 75 percent — as opposed to only 29 percent of countries falling
in this grey area with the 2004 indicator. The last three columns of the table show the
same information for three of our individual sources, WMO, DRI, and GCS. These
individual sources have substantially higher margins of error than our aggregate
indicators, and in the case of DRI and GCS also cover substantially fewer countries. In
addition, we see that there is greater uncertainty about country rankings when relying on
just a single indicator: for GCS, for example, the fraction of countries falling in the
intermediate category rises to 40 percent. This illustrates the benefit of relying on
aggregate indicators which are more informative than individual indicators when trying to

classify countries according to their levels of governance.

2.3 Changes over Time in Governance at the Country Level

We now turn to the changes over time in our estimates of governance in
individual countries. Figure 2 illustrates these changes for two selected governance
indicators over the period 1996-2004. In both panels, we plot the 2004 score on the
horizontal axis, and the 1996 score on the vertical axis. We also plot the 45-degree line,
so that countries above this line correspond to declines in the quality of governance,
while countries below the line correspond to improvements in governance. The first
feature of this graph is that most countries are clustered quite close to the 45-degree
line, indicating that changes in our estimates of governance in these countries are
relatively small over the eight-year period covered by the graph. A similar pattern
emerges for the other four dimensions of governance (not shown in Figure 2), and, not
surprisingly the correlation between current and lagged estimates of governance is even

higher when we consider shorter time periods.
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However, our estimates of governance do change substantially for some
countries in some periods. For example, from 1996 to 2004, countries like Cote d’lvoire,
Zimbabwe, Nepal and the Central African Republic show substantial declines in, among
others, the Voice and Accountability measure, while countries like Argentina and Sierra
Leone deteriorate on Regulatory Quality, and Zimbabwe, Cyprus, Israel, and Moldova
decline on Control of Corruption measures, contrasting countries like Latvia and Bahrain
which show substantial improvements in Control of Corruption, while Croatia, Nigeria,

and Bosnia and Herzegovina improve in Voice and Accountability, for instance. °

In Figure 2 we have labeled those countries for which the change in estimated
governance over the 1996-2004 period is sufficiently large that the 90% confidence
intervals for governance in the two periods do not overlap. While this is not a formal test
of the statistical significance of changes over time in governance, it is a very simple and
transparent rule of thumb for identifying large changes in governance. In the next
section of this paper we will discuss in more detail how to assess the statistical
significance of changes in governance. We also note that there are of course more
“large” changes in governance if we relax our standards to asking whether, say, 75
percent confidence intervals overlap or not. In this case, we would identify an average
of 35 large changes per indicator, as opposed to an average of 15 per indicator for non-

overlapping 90 percent confidence intervals.

For the rest of this subsection we provide details on why our estimates of
governance have changed for those countries where changes are large according to this
simple rule of thumb. In Table 4 we provide more detail on all of the large changes in our
six governance indicators over the period 1996-2004. The first three columns report the
level of governance in the two periods, and the change. The remaining columns provide
information on the two main potential sources of changes in our estimates of governance

for a particular country: (1) changes over time in individual data sources’ assessments

® Focusing on the shorter 1998-2004 period (yet one which has a larger country overlap) also
yields a number of countries that have undergone large changes, such as the decline exhibited in
Control of Corruption, Government Effectiveness and Rule of Law for West Bank/Gaza (for which
there was no data in 1996), lvory Coast, Zimbabwe and Eritrea, and the deterioration in Voice
and Accountability during the period in Nepal, Kyrgyz Republic, and Russia, contrasting the
improvements in Control of Corruption in the Slovak Republic, Croatia, Serbia, Bulgaria,
Madagascar and Colombia, or in Political Stability/Violence in Rwanda, Sierra Leone, Angola,
Turkey, South Africa and Senegal, for instance.
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of governance, and (2) changes due to the addition of new data sources for a country.
Consider first changes over time in the underlying data sources that are available in both
periods for a country. In the column labeled “Agree” we report the number of sources
available in both periods which move in the same direction as the aggregate indicator.
The columns labeled “No Change” and “Disagree” report the number of sources on
which that country’s score does not change or moves in the opposite direction to the
aggregate indicator. For each country we also summarize the extent to which changes in
the individual sources agree with the direction of change in the aggregate indicator by

calculating the “Agreement Ratio”, or “Agree” / (“Agree” + “Disagree”).

The agreement ratio is quite high for countries with large changes in governance.
Averaging across all countries and indicators, we find an average agreement ratio of
0.86 for the period 1996-2004, as reported in Table 5. For the six indicators the
agreement ratio ranges from a low of 0.76 for Government Effectiveness to a high of
0.93 for Voice and Accountability. This provides some confidence that for countries with
large changes in our governance estimates, these changes are being driven primarily by
changes in underlying sources. In fact, there are only three cases where the agreement
ratio is less than one-half: Indonesia and Zambia for Regulatory Quality, and Iceland for
Control of Corruption.’® It is also worth noting that the agreement ratios for large
changes in governance are much higher than the agreement ratios for all changes in
governance. This can also be seen in Table 5 which computes the same agreement
ratio, but for all countries over the period 1996-2004. The agreement ratio averages 64
percent, suggesting that for the more typical smaller changes in our governance
estimates, there is much more disagreement across individual sources about the

direction of the change than there is for large changes.

The remaining columns of Table 4 measure how the addition of new sources of
governance data in 2004 contributes to the change in the estimate of governance for a

country. We do this by first calculating what our estimate of governance in the second

1% For Indonesia, the large decline in the overall score was due to a fairly substantial decline in
one underlying source, HER, as well as the addition of new sources in 2004 that provided lower
scores than the ones available in both periods. In the case of Iceland, the large improvement
seems to be driven entirely by Iceland’s big improvement, from an unusually low base, in the
score assigned to it by GCS in 1996. Finally, in the case of Zambia the three sources that move
in the opposite direction from the aggregate indicator do so only very slightly and these very small
improvements are strongly offset by worsening in the remaining two sources.

12



period would have been had we used only sources available in both periods. We also
calculate what our estimate of governance would be if we were to rely only on the new
sources added in the second period relative to the first period.** If this latter score is
higher (lower) than the former, then we know that the new data sources on average rate
the country better (worse) than do the existing sources available in both periods, and this
effect on its own will contribute to an improvement (decline) in estimated governance for
the country. The overall score for the country in the second period is just a weighted
average of these two scores. We report these two scores, and the accompanying

weights, in the last four columns of Table 4.

Interestingly, and reassuringly, the addition of new sources does not appear to
have very substantial effects on the changes over time in the governance estimates. To
assess this, we have computed the absolute difference between the “balanced” score
and the score based on new sources, and expressed this as a fraction of the absolute
change in the overall governance estimate over the two periods. Averaging across all
the entries in Table 4 gives a figure of 9 percent. Taken together, this evidence
suggests that for the large changes in governance shown in this table, we can have a
good deal of confidence that it is mostly driven by changes in the underlying sources on
which the aggregate indicators are based. In contrast, we should be much more
cautious in our interpretation of many of the smaller changes in our aggregate

governance indicators.

2.4 Trends in Global Governance

We now examine the limited available evidence on trends in global averages of
governance. As we have already noted, our aggregate governance indicators are not
informative about trends in global averages because we have normalized these
averages to zero in each period, as a choice of units. While the aggregate indicators are
of course informative about the relative performance of individual (or groups of)
countries, in order to assess trends in global governance we need to return to our

underlying individual data sources.

1 Of all the large changes we identify in this way, there is only one case where a data source was
dropped: Israel, which was dropped by BERI in 2000. For all the remaining cases changes in the
composition of data sources reflect only the addition of new sources.
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In Table 6 we summarize trends in world averages in a number of our individual
data sources. Most of the sources in this table are polls of experts, with data extending
over the whole period 1996-2004. Only one of them, GCS, is a survey with sufficiently
standard format to enable comparisons over this period of time. The first five columns
present the average across all countries of each of the sources in each of the years. The
underlying data have been rescaled to run from zero to one, and for each source and
governance component, we report the score on the same question or average of
guestions that we use in the aggregate indicator. The next five columns report the
standard deviation across countries for each source. The final column reports the t-
statistic associated with a test of the null hypothesis that the world average score is the
same in 1996 as in 2004.

The picture that emerges from Table 6 is sobering. There is very little evidence
of statistically significant improvements in governance worldwide. The 22 eight-year
changes reported here are divided exactly in half into 11 improvements and 11 declines
in global averages. Interesting there are nine cases of statistically significant changes at
the 10 percent level or better (t-statistics greater than 1.64 in absolute value), and these
are split between three improvements and six declines. It is not clear how much
importance ought to be ascribed to these trends in world averages. On the one hand,
these statistics represent the only information we have on trends over time, and so they
should be taken seriously. On the other hand, it is also clear that there is substantial
disagreement among sources about even the direction of changes in global averages of
governance. For now we cautiously conclude that we certainly do not have any
evidence of any significant improvement in governance worldwide, and if anything the
evidence is suggestive of a deterioration, at the very least in key dimensions such as

regulatory quality, rule of law, and control of corruption.
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3. Statistical Significance of Changes in Governance over Time

Reformers in many governments as well as civil society and investors
increasingly view governance as key for development and the investment climate, which
in turn has increased the demand for monitoring the quality of governance in a country
over time. Further, aid donors have also come to the view that aid flows have a stronger
impact on development in countries with good institutional quality. In light of this, it is
important not only to measure levels, but also to assess trends over time in governance.
The presence of measurement error in all types of governance indicators, including our
own, makes assessing trends in governance a challenging undertaking. In this section
we develop a formal statistical methodology, as well as some simple rules of thumb, for
identifying changes in governance that are likely to be statistically and practically

significant.

In our description of the data in the previous section we have emphasized the
importance of measurement error in governance indicators, and its consequences for
interpreting cross-country differences in measures of governance. We have also
identified a limited number of episodes in which changes over time in our aggregate
governance indicators are large relative to the associated margins of error. In this
section of the paper we provide a more formal statistical analysis of changes over time in
governance. At a most basic level, it should be clear that the presence of measurement
error in the underlying data implies that we should be cautious about reading too much
into observed changes in individual and composite measures of governance, both
subjective and objective. In this section we formalize this common-sense notion and
expand it to consider how persistence over time in both governance and measurement
error affect the statistical inferences we can make about changes over time in

governance from the available data.
3.1 Changes in Individual Indicators

It is useful to begin our discussion with the simplest possible example of how
measurement error impacts our interpretation of changes over time in observed

governance indicators, both subjective and objective. Suppose that we have only one

source of governance data observed at two points in time, and we want to make
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inferences about how governance has changed in a country. To keep notation as simple
as possible, we suppress country subscripts and write the observed data at time t, y(t),
as the sum of true unobserved governance in that period, g(t), and an error term

Capturing measurement error:
(1) y(t) = o(t) + (t) , t=12

As a choice of units, we assume that true governance has mean zero and standard
deviation one, and that the error term has zero mean. For simplicity we assume that the
variance of the error term is the same in both periods and is equal to 6®. Note that ¢° is
the noise-to-signal ratio in the observed governance data (the ratio of the variance of the
error to the variance of unobserved governance). We also allow for the possibility that
both governance and the error term are correlated over time, with correlations p and r,
respectively. Finally we assume that both governance and the error term are normally
distributed. With these simplifying assumptions, consider the problem of making
inferences about the change in unobserved governance, g(t)-g(t-1), conditional on
observing data y(t) and y(t-1) in the two periods. Using the fact that unobserved
governance and the data are jointly normally distributed, we can use the properties of
the multivariate normal distribution to arrive at the following expressions for the mean

and variance of the change in governance, conditional on the observed data:*?

(1-p)-(y(t) - y(t-1)
1+6%-(1-r)—p

2:(1-p)-1-r)-o*
1+6%-(1-1r)—p

Elg(t) - gt - y(t), y(t - 1] =
2)

V[g(t) - gt -1 y(t), y(t - 1] =

It is natural to use this conditional mean as our best estimate of the change in

governance, and the conditional variance as an indicator of the confidence we have in
the estimate. This is in fact exactly analogous to how we obtain estimates of levels of
governance and associated standard errors using the unobserved components model

described in Appendix D.

2 The simple example here is a special case of a more general model we discuss below.
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To interpret these expressions, consider first the case where there is no

persistence in governance or in the error terms, i.e. p=r=0. In this case, our estimate of

y(t) -y(t-1
2

the change in governance is simply
l+o

. In particular, we should take the

observed change in the single source and scale it down by a factor of to reflect

1+c2

the fact that the data measures governance with error. It is also clear from Equation (2)
that the higher is p, the more we should discount observed changes in governance.
Intuitively, if we knew that governance changes very slowly over time, then any observed
change in the data is more likely to reflect changes in the error term, and so we should
discount this observed change more heavily. In the limit where governance is perfectly
correlated in the two periods, we would know for sure that any change observed in the
data must reflect only fluctuations in the error term, and so we would completely
discount the observed change in the data. That is, our estimate of the change in

governance would be zero regardless of the observed change in the data.

The effect of persistence in the error terms works in the opposite direction: we
should scale down the observed change in the data by less the larger is the correlation
over time in the error terms. Again the intuition for this is simple — if we know that the
error with which a given source measures governance is persistent over time, then any
observed change in the source is likely to understate the true change in unobserved
governance. As a result our best estimate of the change in governance will be larger
than the observed change in the data. Interestingly, if the correlation in unobserved

governance and the error term are equal to each other, i.e. p=r, then these two effects

offset exactly and the discount applied to the observed change in governance is o7
+0
How much confidence should we have in the statistical significance of the
change in unobserved governance based on the observed data? Suppose that we

observe a change in the indicator equal to k standard deviations of the changes in this

variable, i.e. y(t)-y(t-1) =k- \/2 . (1+ c?-(1-r)- p). Does this signal a significant

change in governance? In order to test the null hypothesis that the change in

governance is zero, we can construct the usual z-statistic associated with this
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hypothesis, i.e. the ratio of the mean of the change in governance conditional on the

data to the square root of the conditional variance, which simplifies to:

kK [1-p

, _ Elo) gt -Dly®.yt-3] _
W) -gt-Dly®),yt-0] o Vi-r

3)

Not surprisingly, the observed change in the data is more likely to signal a significant
change in unobserved governance the larger is the observed change in the data (i.e. the
larger is k), and the lower is the signal-to-noise ratio in the data (i.e. the smaller is o).
And building on the intuitions above, the observed change in the data is also more likely
to signal a significant change in unobserved governance the lower is the persistence in

unobserved governance, p, and the higher is the persistence in the error term, r.

Figure 3 puts some numbers to this simple calculation. We graph the number of
standard deviations of the observed change in the data, k, on the horizontal axis, and we
plot the z-statistic in Equation (3) on the vertical axis for different values of the key
parameters. We set 6°=0.36, as this is the median value for the noise-to-signal ratio
across all of the individual data sources we use to construct our six governance
indicators in each of the five periods. In an earlier paper we have argued that the noise-
to-signal ratio in objective measures of governance is likely to be at least as large as
this.”* The thin upward-sloping line traces out the z-statistic as a function of k for this
value of the noise-to-signal ratio, but assuming that the correlation in governance and
the error term are zero, i.e. p=r=0. The z-statistic is greater than the 90-percent critical
value for changes in the observed data that are more than one standard deviation away
from the mean change. This suggests that if there is no persistence in governance or in
the error terms, quite a large proportion of observed changes in individual governance
indicators would in fact signal a significant change in unobserved governance. In fact, if
changes in the observed governance indicator are approximately normally distributed,
the largest one-third of all absolute changes would signal changes in governance that

are significant at the 90% level.

13 See Kaufmann, Kraay and Mastruzzi (2004)
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The bold upward-sloping line corresponds to the more empirically relevant case
where there is persistence in both governance and the error terms. The line is drawn for
the same noise-to-signal ratio as before, and in addition we assume that the correlation
of unobserved governance over time is p=0.9 and the correlation in the error term is
r=0.4. In the next subsection we show how these parameters can be estimated using
our governance data, and find that these values are typical ones. In particular, we shall
see shortly that unobserved governance tends to be highly persistent over the eight-year
period spanned by our dataset, and although the error terms are also typically positively
correlated over time they are much less so than governance. Based on the intuitions
developed above, this suggests that much larger observed changes in governance
indicators would be required to signal statistically significant changes in unobserved
governance. This is exactly what we find. The bold line crosses the 90% critical value
at k=2.5, indicating that only those observed changes in the data more than 2.5 standard
deviations away from the mean would signal a statistically significant change in
governance. Again, if changes in the observed governance indicators are normally
distributed, this would imply that only the top one percent of all absolute changes would
correspond to significant changes in governance. This in turn suggests that drawing
conclusions about changes in governance based on changes in individual governance

indicators should be done with an abundance of caution.

In Figure 4 we use de jure and de facto data on business entry (discussed in
more detail in the next section) as an illustration of the difficulty of identifying statistically
significant changes over time in governance using individual indicators. In this graph,
we plot the change between 2003 and 2004 in the Global Competitiveness Survey
guestion regarding the ease of business entry, against the change in the number of days
required to start a business from the Doing Business project of the World Bank (see
World Bank (2004)), taken over the same period.”* We interpret both of these measures
as providing noisy signals of changes in the regulatory environment. From the
discussion above, only the largest of these changes (in absolute value) are likely to
signal statistically significant changes in underlying governance. In particular, if we take
our representative assumptions regarding the persistence in governance and in the error

terms, we saw that only the top one percent of changes in the observed indicators signal

4 We would like to thank Caralee McLiesh for kindly providing the unpublished regulation of entry
data for 2003.
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changes in governance that are significant at the 90 percent level. Even if we relax our
standards of significance to 75 percent, only changes in the observed data that are more
than 1.8 standard deviations away from the mean, or about the top seven percent of all
changes, will signal significant changes in governance in each individual indicator. This
translates to roughly five large changes per indicator. We have labeled the top five

changes in absolute value for both indicators in Figure 4.

Another striking observation from Figure 4 is that the correlation between the
changes over time in these measures is virtually zero. This illustrates the likelihood
that relying on individual measures of governance to assess changes over time may
lead to very different conclusions depending on which measure is chosen. Further, it
also suggests that aggregate indicators which combine information from several different
sources might provide a more robust indicator of changes over time in governance. In
the next subsection we extend our discussion of the significance of changes over time in

governance to the case of composite indicators in order to explore this more fully.

3.2 Changes in Aggregate Indicators

We now elaborate on the previous discussion to address the problem of making
inferences about changes over time in country governance based on our aggregate
indicators. Just as we found that aggregate indicators are more informative about levels
of governance than individual indicators, changes over time in aggregate indicators can
be more informative about trends in governance than changes in individual indicators.
To formalize this we develop a two-period version of the unobserved components model
that we have used to construct the aggregate indicators in each period. We then use it
to be more precise about the statistical significance of changes over time in our

estimates of governance.

Let y(j,k,t) denote the governance assessment provided by individual data source
k in period t for country j. We use a two-period version of the unobserved components
model to express this observed data as a linear function of unobserved governance in
country j at time t, g(j,t), and an error term capturing the various sources of

measurement error that we have been discussing, £(j,k,t):
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(4) y(ik,t) = alkt) + Blk,t)- (90 t) + s(ik. 1))

The intercept and slope parameters a(k,t) and B(k,t) vary by data source and over time.
As in our single-period model we assume that unobserved governance and the error
terms are normally distributed with mean zero. We maintain the identifying assumption
that unobserved governance and the all the error terms are mutually independent, i.e.
E[g(j,t) - £(j,k,s)] = 0 for all sources k and periods t and s, and E[e(j.k,t)- (j,m,s)| = 0 for
all sources k different from m and for all periods t and s. We also maintain as a choice
of units that the variance of unobserved governance is one in each period, i.e.

E[g(j,t)2 ] =0 for all t. Our only substantive new assumption is that unobserved
governance is correlated over time, as are the error terms, i.e. E[g(j, t)-g(j,t —1)] =p, and
E[z—:(j, K,t)- s(j,k,t—l)] =1, -o(k,t)-o(k,t —1), so that p and r, are the correlations over

time of governance and the error term in source k, respectively.

Next let y(j,t) denote the Kx1 vector of observed data for each country; a(t), p(t),
o(t)* and r denote the Kx1 vectors of the parameters in period t; and let B(t), Z(t) and R
denote KxK matrices with the vectors B(t), o(t)? and r on their diagonals. Then using the
properties of the multivariate normal distribution, the joint distribution of unobserved
governance in the two periods in a country, conditional on the observed data for that

country is normal with mean and variance:

E{ 90 | (Y }z(v p-valBl[ YD -a() j
- 9 t-DiyGt-1| \p-v v y(ht-1)-a(t-1)
5
V{ 9(i.0) y_(jn)}:(l pH ¢ pjg( v pJ
git-y(Gt-] (p 1) \p-v ¢ prt

where B is a block-diagonal matrix with B(t) and B(t-1) on the diagonal, and 1 is a Kx1

vector of ones. The covariance matrix Q has the following block form:
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Q, Q
Q= ( H 12} ,with Q) = w+E(t), Q, = Q,,'= pu'+RI(H)Y22(t - 12, and
QZl QZZ

Q,, =u+x(t-1)."

The conditional mean and variance in Equation (5) are just the two-period
generalizations of the estimates of governance and their precision based on the one-
period unobserved components model that we used in Section 2, i.e. Equation (5) is the
exact analog of Equations D2 and D3 in Appendix D. In fact, if we set p=r,=0 for all
sources k, then we recover exactly the estimates of governance that we had before.
The advantage of this two-period formulation is that we now have specified the joint
distribution of governance in the two periods for each country, conditional on the
observed data in the two periods. Since we have modeled the joint distribution over the
two periods of governance, we can base inferences about governance in the two
periods, as well as changes in governance, on this joint distribution. We also note that
the discussion of inference about changes over time in governance based on individual
indicators in the previous section is just a special case of this more general

formulation.*®

We implement this two-period model using our actual dataset, over the period
1996-2004. We restrict attention to a balanced set of sources that are available in both
periods for the two indicators. In order to implement this calculation, we need to have
estimates of the parameters of the model in both periods (the a’s, f's, and ¢’s), as well
as estimates of the correlation over time of the errors in the individual sources (the r's)

and the correlation of unobserved governance itself, p. We obtain these parameters in

1% To obtain Equation (5), note that the (2K+2)x1 vector (g(t), g(t — 1), y(t),y(t 1)) is normally
distributed with mean (0,0, o(t),o(t - 1))' and variance-covariance matrix V with the following

1 vV 2
block form: 'V, :( ij Vi, :( P ' ]B ,and V,, =BQB'. Standard results for the
1

p-1
partitioned multivariate normal distribution imply that the distribution of governance conditional on
the observed data is normal with mean and variance given by Equation (5).
'® To see this, set the number of sources K=1 and assume that o(t)=0, p(t)=1, and o(t)=c for this
one source. Equation (5) then gives the conditional mean and variance of the level of
governance in the two periods based on this single source. The expected change in
governance conditional on the data is then just the difference between the conditional means in
the two periods, and the conditional variance of the change is just the sum of the variances in the
two periods less twice the covariance.
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two steps. First, we estimate the one-period unobserved components model in 1996
and in 2004, to obtain estimates of the a's, p’s, and ¢'s. We refer to this as the “static
model” estimates. We also retrieve the estimates of governance and standard errors
from the static model, to use as a basis for comparisons with the two-period model.
Second, we calculate the correlation over time of these static estimates of governance
as an estimate of p. In this second step we also insert the estimated parameters of the
static model into Equation (4) and retrieve estimates of the errors in the sources in the
two periods as residuals. The correlation over time in these estimated residuals serves
as our estimate of the correlation in the errors. We then insert all the estimated
parameters, together with the data, into Equation (5) to obtain our final estimates of
governance in the two periods conditional on the data, as well as the variance-
covariance matrix of these estimates. We refer to these as the “dynamic model”

estimates.

Table 7 summarizes the results of this calculation for the six governance
indicators. In the top panel we present some summary statistics to aid in the
comparison of governance estimates based on the single-period, or static model, and
the two-period, or dynamic model. In the first two columns we report the correlation
between the estimates of governance based on the static and dynamic models, in the
two periods, 2004 and 1996. These correlations are virtually one for all six indicators in
both periods, suggesting that our estimates of the levels governance do not change very
much if we take into account persistence in governance and in the error terms. The third
column reports the correlation of the change over time in the estimates of governance
according to the two models. In light of the high correlations in levels between the two
models, it is not very surprising that the correlation of changes is also very high,

averaging 0.93 across the six indicators.

The next two columns of Table 7 report the average absolute change in the
governance estimates for the static and dynamic models. These changes are roughly
half as large in the dynamic model than in the static model, averaging 0.17 and 0.32
respectively. The reason the dynamic model gives much smaller estimates of the
change in governance over time is because the estimated persistence in governance is
guite strong relative to the estimated persistence in the error terms. Averaging across

the six indicators, the persistence in unobserved governance is estimated to be 0.89.
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This is over twice as large as the persistence in the error terms, which averages 0.42
across all sources and indicators. Based on our intuitions from the simple example
above, we should expect to find substantially smaller estimates of the change in
governance when we take this pattern of persistence into account, and this is in fact

what happens.

The bottom panel of Table 7 summarizes the consequences of this persistence
for inference about changes in governance. Formally our objective is to test the null
hypothesis that the change in unobserved governance is zero conditional on the
observed data. We begin by calculating the z-statistic associated with this hypothesis
for each country, using the static and dynamic models. For the static model, we simply
take the absolute change in our estimate of governance, and divide by the square root of
the sum of the variances of the estimate of governance in the two periods. For the
dynamic model, we calculate the variance of the change in governance as the sum of
the estimated variances in the two periods, minus twice the estimated covariance
between the two periods. The square root of this variance becomes the denominator of
the z-statistic for the dynamic model. The average z-statistics are smaller in the
dynamic model than in the static model, again consistent with the intuitions developed
above. For the static model, the z-statistics average 0.82, as opposed to 0.59 for the
dynamic model. This in turn implies fewer statistically significant changes in governance
based on the dynamic model, as reported in the next two columns. The average number
of significant changes at the 10 percent level falls by half from 21 to 10 once we take

persistence into account.

Although a relatively small number of changes in the aggregate indicators signal
statistically significant changes in unobserved governance, it is worth noting that the
proportion of significant changes is much higher for the aggregate indicator than it is for
individual indicators. Recall from the previous subsection that only the top one percent
of changes in an individual indicator with typical persistence in unobserved governance
and the error term would be significant at the 90 percent level. This is not because
individual indicators do not register large changes for individual countries — in fact
frequently they do so. Rather, it is because the margins of error associated with
changes in individual data sources are large. In contrast, for the aggregate indicators

we find that between five and seven percent of all changes signal statistically significant
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changes in governance at the same significance level, reflecting the greater precision of
the aggregate indicators. This illustrates the benefits of aggregation for assessing

changes over time, as well as levels, of governance.

We also note that a substantially larger proportion of changes in governance are
significant if we relax the standard of significance to 75 percent, for example. For the
case of a typical individual indicator, we have already seen that the top seven percent of
changes in the observed data would signal significant changes in unobserved
governance. For our composite indicators this fraction is higher. For example, for the
Voice and Accountability measure, seven percent of the changes are significant at the
90 percent level, while 12 percent of changes, or 23 cases, would be significant at the 75
percent level. Finally, these calculations somewhat understate the number of significant
changes because they are based on a subset of our data sources that are available in
both periods — had more of our sources in 2004 been available in 1996, we would have

had even more significant changes over time.’

Finally, it is useful to compare the statistically significant changes in governance
identified by the dynamic model with the “large” changes in governance we identified in
Section 2.3 of this paper using a very simple rule of thumb. We begin by identifying all
changes in governance based on the static model for which the 90 percent confidence
intervals in the two periods do not overlap, as per the rule of thumb. Note that this is a
more stringent condition for identifying significant changes in governance than the t-tests
for the static model we have just discussed.'’® On average, there are nine significant
changes in governance per indicator according to this rule of thumb applied to the simple
static model, as compared with 10 in the dynamic model. There is a remarkable degree
of overlap between the significant changes identified by the rule of thumb and the
dynamic model. On average, eight of the nine changes identified by the rule of thumb

are also significant in the dynamic model. Moreover, comparing the second and third-

" We have also analyzed changes over the period 1998-2004, and find a similar proportion of
changes to be statistically significant. While on the one hand we are looking at changes in
governance over a shorter period of time, on the other hand we have more data sources available
in both periods on which to base our assessment of changes.

'8 Requiring 90 percent confidence intervals not to overlap is equivalent to requiring the absolute
change in estimated governance to be larger than the sum of the standard errors in the two
periods. This sum is always larger than the square root of the sum of the squares of these
standard errors.
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last columns of this panel, it is clear that the dynamic model turns up very few significant
changes not identified by the rule of thumb. Although the simple rule of thumb and the
more formal model turn up more or less the same set of significant changes in
governance, it is important to note that the magnitude of these changes is substantially

smaller in the formal dynamic model.

In summary, we have developed a dynamic version of the single-period
unobserved components model that we have used to construct our aggregate
governance indicators. The advantage of specifying a dynamic version of the model is
that it allows us to make formal statistical inferences about changes in unobserved
governance based on our changes in the composite governance indicators. But this
advantage comes at a cost. The two-period model is substantially more complicated to
implement, particularly when the set of underlying data sources is not the same in both
periods. Given that the number of data sources we use has expanded substantially over
time, this is a significant limitation. Fortunately, however, we have seen that using a
simple rule of thumb for identifying large changes over time in our static or single-period
estimates of governance corresponds quite closely to formal inference regarding the
significance of changes in governance. Because of this, we continue to use the single-
period unobserved components model to construct the aggregate governance indicators
in each period, and recommend using the simple rule of thumb that 90 percent
confidence intervals do not overlap for identifying changes in governance that are likely

to be statistically significant.
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4. De Jure vs. De Facto Measures of Governance

A recurrent theme in this paper is that individual sources of governance data are
imperfect and provide only noisy signals of unobserved governance. We emphasize at
the outset that this problem is not unique to the subjective or perceptions-based
measures of governance on which we rely. Rather, it is pervasive in all efforts to
measure governance, or any other socioeconomic variable for that matter. What are the
sources of this measurement error? In the case of our governance data, we emphasize
two distinct sources. First, as always, specific concepts may be imperfectly measured.
Survey responses to a question such as “is it difficult to start a business?” reflect
sampling variation in the survey. Expert assessments of the difficulty of starting a
business rely on the imperfect information available to such experts, and hence also
contain measurement error. Second, and perhaps more important, is that there are
inevitably gaps between the specific concept being measured and the broader notion of
governance that it is intended to proxy. For example, the ease of starting a business is
just one of many dimensions of the regulatory environment, and as such is an imperfect

proxy even if the narrow concept of business entry regulation were perfectly measured.

This broad notion of measurement error clearly also applies to “objective” or
guantifiable measures of governance. Consider for example the very useful “Doing
Business” project of the World Bank, which has compiled objective measures of various
dimensions of the regulatory environment across countries, by interviewing law firms
around the world about formal rules and regulations in their countries. These measures
are subject to the same two sources of measurement error. As always there may be
gaps between the de jure rules on the books, and their de facto application. And as with
the subjective measures, there are gaps between this specific dimension of regulation
and the overall quality of the regulatory environment. The same limitations apply to
many other objective measures of governance that have been proposed. Trade taxes
as a share of total tax revenue has been suggested as a proxy variable for the ability
and willingness of the government to broaden its tax base. This measure is also subject
to measurement error given the dubious quality of data on public finances in many
developing countries, and moreover is an imperfect proxy of a government’s fiscal
capability. Similarly, although it is easy to observe whether a country has an
independent anti-corruption commission, it is much more difficult to measure whether

such a commission is in fact independent or empowered to act.
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Although obijective indicators of governance are subject to measurement error,
this uncertainty is rarely quantified or made explicit. In an earlier paper we made an
effort to quantify the margins of error associated with several leading objective indicators
of governance.™® We found that this broad notion of measurement error was as
important for objective indicators as for the subjective indicators we develop. We did not
however attempt to distinguish between the two sources of measurement error: difficulty
in measuring specific concepts, on the one hand, and the gap between specific concepts
and broader notions of governance, on the other. In this section of the paper we make
an effort to focus on the first source of measurement error. In particular, we focus on
understanding the gaps between de facto perceptions of quite specific dimensions of

governance, and the corresponding de jure regulations.

We consider two measures of the de facto environment facing firms, taken from
the survey of over 8000 firms in 104 countries carried out by the World Economic Forum
in 2004 as an input to their Global Competitive Report. These two variables capture
firms’ assessment of the ease of starting a business, as well as their reported tax
burden.®® We match these with two closely-related de jure measures from other
sources. For ease of starting a business, we draw on the Doing Business project at the
World Bank discussed above. From this dataset we take the number of days required to
start a business. For perceptions of the tax burden, we have independently collected
statutory tax rates for the sampled countries, and within it, for the types of firms by
sector, and mapped these rates into the firm level data. We then aggregate these up to

the country level to obtain average measures of the statutory tax burden.?*

19 See Kaufmann, Kraay and Mastruzzi (2004).

% For the past number of years, collaboration between WBI and the WEF has resulted in an in-
depth coverage of governance in the survey, and in the WBI contribution of a governance chapter
for each GCR. For details on the data we use for the text described above, and the related
coverage of these governance issues at the micro-level, see the Governance chapter in the GCR
2004, at http://www.worldbank.org/wbi/governance/pubs/gcr2004.html.

! The main source for the effective tax rates was the PricewaterhouseCoopers report “Corporate
taxes: worldwide summaries (2003-2004)", covering 85 of our sample of 104 countries. As some
countries have differential tax rates, to map the country-level data from the report to the individual
firm-level data from the GCS we used, in addition to country criterion, individual characteristics
such as size, sector, and whether the firm exports or not. For those countries for which the report
has no information we used the country average calculated by KPMG in their “Corporate tax rate
survey”.
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We begin with simple ordinary least squares regressions of perceptions of ease
of starting a business on the corresponding objective measure (first column of Table 8).
Not surprisingly, the objective measure enters negatively and is highly statistically
significant with a t-statistic of more than five, indicating that firms perceive it more difficult
to start a business in countries where the number of days required to do so is large.
More interesting for our purposes is the observation that the R-squared of the regression

is very modest, at only 0.23.

We cannot say at this point whether this reflects measurement error in the
subjective or the objective measure, as either one would contribute to a low R-squared.
One hypothesis however is that the objective measure fails to capture the extent to
which the formal requirements to start a business are altered by the presence of
corruption or other forms of informality in their application. To investigate this possibility
we add our aggregate measure of Control of Corruption to the regression.?? We find that
this variable enters positively and highly significantly, indicating that perceptions of the
ease of starting a business are significantly better in countries with less corruption, even
after controlling for the de jure rules governing business entry. Once we add corruption,
the coefficient on the de jure rules falls by half, and its significance also drops to the 10
percent level. Moreover the adjusted R-squared of the regression doubles to 0.44,

indicating substantial explanatory power for this additional variable.

There is however an obvious difficulty with this result. It could well be the case
that firms’ responses to the question regarding business entry are non-specific, in the
sense that they will provide low responses if their assessment of the overall business
environment is negative. This generalized dissatisfaction could account for the
significance of the corruption variable, rather than the extent to which business entry
procedures are tainted by corruption. We address this possibility in the next three
columns. One test for this problem of non-specificity is to ask whether unrelated
objective measures of the business environment also predict perceptions about ease of
entry. We do this in the third column by adding the objective tax burden question to the
regression. If firm responses reflect generalized dissatisfaction, we might expect this

variable also to enter significantly, yet it does not. In the fourth column we instead add

2 Recognizing that the dependent variable is one of many individual data sources entering in the
regression, we lag the corruption measure and use the 2002 version.
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firms’ responses to a question about the overall regulatory environment that they face.
Again we find that corruption remains highly significant, and in this case the general
guestion about regulation is also highly significant. This suggests that while non-
specificity of responses may be a concern, it does not fully account for the significance
of the corruption measure in the previous specifications. Interestingly, in both
specifications, we find that the coeff